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Abstract—To allow the Internet to provide a wide variety of 

communication services, high transfer speeds and high control 

speeds are essential. Developing such technologies for the future 

network will increase the power consumption of networks; a 

problem that is now is becoming an important issue. In this paper, 

we propose a novel network architecture, called the cloud control 

plane (Cloud C-plane), to reduce the power consumption of 

networks. Unlike conventional architectures, the forwarding 

functions and control functions are divided in the Cloud C-plane 

network architecture, and the control functions are placed in the 

cloud. Network equipment such as routers or switches are 

controlled and managed in the Cloud C-plane. In addition, the 

physical network topology is modified by activating deactivating 

network equipment so as to improve overall energy efficiency in 

response to changes in the traffic patterns. Implementing the 

routing engine on a dynamically reconfigurable processor (DRP) is 

one key to realizing the Cloud C-plane architecture. We also 

propose a traffic engineering method for reducing power 

consumption based on the new network. In, performance 

evolution, our method can reduce by 20%~50% power-on link. 

We also implement proposed method on an actual DRP. 

 
Index Terms—Cloud Control plane (Cloud C-plane), power 

consumption, Dynamically Reconfigurable Processor (DRP) 

I. INTRODUCTION 

Today, the Internet is becoming the key global 

infrastructure for telecommunication. The rapid adoption of 

the Internet is promoting the growth of the world economy and 

globalization. Internet traffic is rapidly increasing due to the 

increasing number of users and their use of higher bandwidth 

services. Internet Service Providers have been rushing to 

expand the capacity of their routers and switches and increasing 

network bandwidth to satisfy the users’ demands. In addition, 

more powerful routers and switches are being developed. 

However, the use of these enhanced transmission equipment is 

triggering a sharp rise in power consumption [1]. Power 

consumption is becoming one of the key issues for future 

network technologies. Existing network such as routers, 

switches and hubs consumed an estimated 6.4 TWh/yr. in the 
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U.S in 2004 [2]. One TWh/yr. is equivalent to 85 million dollars 

at 0.085 dollars per kWh [3] and about 0.75 million tons of 

carbon dioxide [4]. As a result, the power consumption of the 

network is roughly equal to the output of one nuclear power 

plant. The new network architecture is essential if we are to 

drastically reduce the power consumption of networks.  

Network equipment designs have been described with the 

goal of reducing the power consumption of networks [1, 5-7]. In 

[5] authors describe the use of optics in routers as a means for 

increasing capacity and reducing power consumption. A 

method for decreasing the power consumption of the 

interconnection fabric was researched in [7]. Power 

consumption has become a key issue in network equipment 

designs.  

Other studies have examined the power consumption of the 

network transmission system. The power consumption of 

Ethernet links was measured in [10,11]. It was shown that 

100Mbps links consume about 4W less than 1Gbps links. This 

suggests that it is possible to reduce power consumption by 

operating links at a lower data rate during low utilization 

periods. An IEEE 802.3 Energy Efficient Ethernet Study Group 

was established [8]. They are exploring the standardization of 

ideas related to Adaptive Link Rate (ALR) [9]. ALR can be 

used to switch the data rate of Ethernet links automatically. In 

[12], switching policies suitable for variable link data rates were 

studied. 

SDN [20] attracts attention as new network architecture. 

However, the power consumption problem is not resolved in 

this popular architecture.   

This paper introduces new network architecture that 

decouples the forwarding and control functions of a router. 

Decoupling makes the network more advanced since the speeds 

at which their technologies evolve are different. It is better to 

decouple the control function from the router itself. Separating 

the forwarding and control functions is very suitable for cloud 

computing [13–15]. Cloud computing is being researched as a 

massive, distributed data center infrastructure created by 

network connections. In our proposed network architecture, 

control functions can be placed in the cloud. We call this 

architecture the cloud control plane (Cloud C-plane). In a Cloud 

C-plane based network, control functions can be run on a 

powerful server. Thus, sophisticated traffic engineering can be 

realized.  
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Fig. 2 Network architecture of Cloud control plane 

 

 
 
Fig. 1 Forwarding element and control element are decoupled in our proposal 

The physical topology of the forwarding plane should change 

to better track changes in the traffic patterns in order to reduce 

the power consumption of the network. The physical topology 

change is not advertised to prevent the network from becoming 

unstable. The advertised network topology is independent from 

the physical topology, and the physical topology is optimized in 

terms of energy efficiency. The advertised network is used in the 

forwarding plane for routing.  

Path calculation is a key element of Cloud C-plane, so we 

realize this function by a traffic engineering method and 

implementing it on a Dynamically Reconfigurable Processor 

(DRP)[22]. This approach makes use of an on-chip emulated 

network. Emulated packets are transmitted throughout the 

emulated network, and the shortest path is identified because the 

first emulated packet from the source node to the destination 

indicates the shortest path.  

This paper as organized as follows. Section II describes the 

proposed architecture of Cloud C-plane. In Section III, we 

explain the proposed traffic engineering algorithm. The 

simulation results are is shown in Section IV, and 

implementation of our method is provided in Section V. Finally, 

we summarize this paper in Section VI. 

II. CLOUD CONTROL PLANE 

The current network devices consist of two main functions; 

forwarding and control function. This paper uses the terms 

forwarding element and control element to refer to blocks that 

offer forwarding functions and control functions, respectively. 

The control element of the current network device corresponds 

to its operating system that includes IOS [16], JUNOS [17] and 

so forth. The forwarding element and control element are tightly 

coupled in the current router as shown in the left side of Fig. 1. 

Our proposed network architecture, on the other hand, 

decouples them as shown in the right side of Fig. 1. Since the 

forwarding element and control element have different rates of 

evolution, decoupling is advantageous because they can be 

advanced independently.  

 Each control element is responsible for controlling and 

managing the tasks of its corresponding forwarding element 

such as routing. A control element communicates with its 

forwarding element by the Forwarding Element Control 

Protocol (FECP), which is similar to GSMP [18] or OpenFlow 

Protocol [19]. It is an interface between forwarding elements 

and control elements.  For example, a control element sets the 

forwarding configuration via FECP. Across the network, the 

control elements form the control plane and the forwarding 

elements the forwarding plane.   

A control element does not have to be co-sited with its 

forwarding element. Figure 2 shows that the control plane lies in 

the cloud. Control elements can be virtualized as a software 

service because they are physically decoupled from their 

forwarding elements. We call this architecture the cloud control 

plane (Cloud C-plane).  As a result, control elements run on 

virtual machines, and are likely to be placed in a server in a data 

center. 

The Cloud C-plane architecture allows the physical network 

topology to change so as to minimize the network’s overall 

power consumption. However, the advertised network topology 

does not change in order to maintain the network’s stability. The 

advertised network remains unchanged even when the physical 

topology changes. Physical Topology Controller (PTC) is 

responsible for decisions about activating/deactivating 

forwarding elements. Each control element monitors the amount 

of traffic through its corresponding forwarding element, and 

periodically reports the traffic information to PTC. 

Consequently, PTC knows the load of all links in the network, 

and all information about the physical topology. PTC 

determines which forwarding elements should be active 

according to the current network state. In Fig. 2, forwarding 

element F2 is going to be powered off so its functions are 

virtually switched to F3 to maintain the advertised topology. 

PTC configures the control elements to complete the above 

procedures without modifying the topology of the advertised 

network.   

The number of active routers and links is large (small) when 

the network load is high (low). Figure 3 shows physical 

topology modification when the amount of traffic changes. In 

this case, network forwarding element R3 is turned off and 

virtually moved to R1 at low network loads, so the power 

consumption of two links and one network equipment can be 

saved. However, these two links and R3 will be reactivated 

when network load is high. 

 PTC and control elements placed in the cloud are important 

components of our proposal. As shown in Fig. 2, each control 

element is running on a virtual machine, and several virtual 

machines are sited in a server. To speed up path computation in 
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Fig. 3 Power management of network by changing the physical topology 

 
 

Fig. 4 The main flow of traffic engineering method 

these control elements and optimization in PTC, we propose 

that the elements and optimization in PTC, we proposed that the 

server be equipped with a routing engine. The engine can be 

shared among the control elements on the virtual machines.   

We propose the routing engine to be based on a Dynamically 

Reconfigurable Processor (DRP). The proposed routing engine 

architecture is described in detail in the next section. 

III. TRAFFIC ENGINEERING METHOD 

A. Mechanism 

We propose a traffic engineering method to reduce the power 

consumption in the low-load period of network. The approach is 

that we aggregate the traffic load to certain\ links and raise the 

utilization rate of these links. To other idle links, which no 

traffic pass through, we can set them power-off. In this way, we 

raise the utilization of links and power off the idle links so that 

we can save the power consumption of idle links. In addition, 

we set a threshold of the load of each link in order to avoid 

congestion. While the load of link is below the threshold, it is 

considered that no traffic congestion happens.  

 OSPF is general routing protocol that used in the network. 

According to the OSPF protocol, traffic adopts the shortest path 

algorithm to choose paths.  And the shortest path algorithm is 

executed based on the weight of paths. In a word, the weight of 

link decides whether the link carry traffic or not. Therefore, we 

modify the weights of links, in other words dynamically 

increase or decrease weights, to change the paths of traffic and 

achieve the aggregation of traffic.  

B. Detailed Flow 

The main process of the proposed approach is shown in Fig. 4.  

The details steps are as follows. 

Step 1 : Firstly, each node looks up any links that link to 

another node. 

Step 2 : Meanwhile, the traffic load of these links cannot 

exceed the threshold. If the links that meet the conditions exist, 

go to next step. 

Step 3 : Compare the load of links and choose one link which 

has larger load to decrease the weight. Notice the node which 

the modified link connects to that the weight of this link has 

been modified and do not need to modify it again; Notice new 

link status to other nodes. 

Step 4 : After getting new information of weights of links, 

each node re-calculates the paths to reach other nodes. 

According to the new path vectors, the traffic re-chooses the 

transmission paths. 

Step 5 : Each node checks the traffic load of links. If any link 

has no traffic load, determine the connectivity of the whole 

network without this link. If the network remains connected, set 

the link power-off.  If not, end the process. Check the load of 

links again. If the load is still below the threshold, go to step 2. 

Or when the number of all power-on links in the network 

becomes the minimum of number of links guaranteeing the 

network connectivity, the whole process stop. 

Step 6 : If the load of link is beyond the threshold, the process 

should stop decreasing the weight and recover links to the 

previous status. That is, set the weight of link to the previous 

weight and if set certain link power-off in the previous step, 

reset the link power-on. After that, the whole process ends.   

The function of decreasing the weight we choose when the 

load is less than or equal to the threshold is 



weight'k  weight(load  threshold)  
(Weight’ is the modified weight of link. k is coefficient) 

When the traffic load increases and the load of certain link 

exceed the threshold, we need to recover to the previous status. 

Hence, the weight of link is changed as follows: 



weight' weight /k(load  threshold)  

In a word, the weight of link is modified as follows: 



weight'
k  weight(load  threshold)

weight /k(load  threshold)





 (1) 
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Fig. 5 Three nodes Network (Initial state) 

 
 

Fig.7 The topology of network 

 
 

Fig. 6  3-nodes network 

 

C. An Example 

For a detailed description of our approach, take the following 

simple network with three nodes as an example.  The initial 

weights of links are shown in Fig. 5. 

We assume that the capacity of load of each link is 1.0. Each 

node has the same traffic to other nodes and the traffic load is 

0.1. That is, Node A has traffic to Node B and Node C, and the 

traffic load is 0.1; Node B also send traffic which load is equal 

to 0.1 to Node A and Node C; So is the same as Node C. Based 

on the shortest path algorithm and the load balancing strategies, 

we can get the original load of each link and show in the Table I. 

Take Node A as an example. Node A is found to have two 

links (link a and link a’) leading to Node B, and the sum of the 

load of two links does not exceed the threshold (the threshold is 

selected as 0.8 in this example). Therefore, Node A chooses one 

link to modify the weight, that is, Link a is chosen and the 

weight of Link a is revised to 70 (here we have chosen k = 0:7).  

Next step is to notice the new link state to Node B and Node C. 

To Node B, it does not need to modify the weights of Link a or 

Link a’ because Node A modifies the weights of link. According 

to the new link states, each node re-calculates the paths to other 

nodes, and traffic re-selected paths to destinations. A new links’ 

load table is shown Table II. 

From Table II, it is found that no traffic pass through Link a’. 

Node A and Node C checked the network connection again 

without Link a0. The result showed the entire network is still 

connective. Hence, we set Link a’ power-off. At the same time, 

the load of Link a dose not meet the threshold, so Node A 

modified the weight of Link a to 49. After exchanging the link 

states among nodes, each node got new path vectors.  In 

particular, the traffic from Node C to Node B changes the paths 

and passed though Link a and Link AC. At this time, the load 

links table is as Table III. 

As a result, Link BC is an idle link now and Node B and Node 

C can still reach the other nodes without Link BC. Therefore, set 

Link BC power-off. Right now the entire network only has the 

minimum number of links power-on, so end the algorithm.  

Finally, the network connection diagram is as figure 6. 

Figure 6 shows that the number of power-on links is the 

minimum required number of links. So, at the time the power 

consumption of this network reduces to the least value and save 

the max of power consumption. 

IV. PERFORMANCE EVALUATIONS 

 We evaluated the performance of the link power-off 

approach in computer simulation. The topology of network in 

simulation is shown as figure. 7.  

In this network, there are six nodes and eleven links. 

Especially three pairs of links link to the same nodes and have 

the same weight originally.  

TABLE I 

THE LINK LOAD TALBE 

 Link load 

Link a  0.1 
Link a’  0.1 

Link AC  0.2 
Link BC 0.2 

 

 

TABLE Ⅱ 

THE LINK LOAD TALBE 

 Link load 

Link a  0.2 
Link a’  0 

Link AC  0.2 
Link BC 0.2 

 

 

TABLE Ⅲ 

THE LINK LOAD TALBE 

 Link load 

Link a  0.4 
Link a’  0 

Link AC  0.4 
Link BC 0 
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Fig. 8 The percentage of power-on links 

 
 

Fig.10 PE composition in DAPDNA-2 

 
 

Fig.9.  The reduced power consumption 

We defined the traffic capacity of each link as 1.0. In the 

simulation, traffic load is assumed in static state. Each node 

sends the same traffic ρ to other nodes. The traffic load ρ varies 

from 0.01, gradually increases by 0.01 until the load of links is 

beyond the threshold. We did the simulation respectively when 

the threshold was selected as 0.7 and 0.8. 

Figure 8 shows the relation of the percentage of power-on 

links and the traffic load when the threshold of load of links is 

different. In this network, the minimum number of links that 

should be power-on is 5 to ensure that each node is connective. 

In other words, the minimum percentage of power-on links is 

about 45.5%. From figure 8, we can see that the number of 

power on links remain the least even though the traffic load 

increase 7 times from 0.01 to 0.07 when threshold is selected as 

0.8. And while the traffic load varies from 0.08 to 0.11, there is 

80% links set power-on. Similarly, when the threshold is 0.7, the 

power-on links are still the minimum link set until the traffic 

load is beyond 0.06. While the traffic load is medium, we also 

can set 20% links power-off.   

Figure 9 shows the probable reduced power consumption in 

the case of Cisco GSR 12008 as router. In [21], the power 

consumption of 1 port Oc-48/POS in a router line card is 70 

watts. And one link setting power off means two ports of router 

line can be shut down. In other words, one link set power-off can 

reduce 140 watts power. In the simulation, the maximum of the 

number of power-off links is 6. So the reduced power 

consumption can reach 840 watts in the period of low traffic and 

280 watts in the period of medium traffic.                         

 

V. IMPLEMENTATION ON DRP 

We implement proposed energy efficient method in 

dynamically reconfigurable processor DAPDNA-2 [23, 24] for 

calculate energy efficient route in cloud C-plane network. Cloud 

C-plane network is a centralize control architecture, and a 

high-speed routing engine is needed. Therefore, we implement 

our algorithm in a parallel and reconfigurable processor.  

 DAPDNA-2 consists of DAP (Digital Application 

Processor), a high-performance RISC core DNA (Digital 

Network Architecture). The DNA is embedded in an array of 

376 PE (Processing Elements), which are comprised of 

computation units, memory, synchronizers and counters. The 

DNA has several memory banks to store configurations. There 

are 3 banks memory in background memory and a bank in 

foreground. These 4 banks store 4 configurations, but just the 

foreground memory is active. DNA can change configuration 

by loading another configuration among 3 background 

memories. 

  We construct a diorama network by configuring several PEs in 

DNA. We set parameters of each PE to emulate various 

functions which real nodes and real links have. For searching 

the route from source node to destination node, we send a virtual 

packet that transmits in the processor. Figure11 shows an 

example of our diorama network construction. There are 5 

nodes and 8 links in real network, so we construct 5 virtual 

nodes and 8 virtual links by using several PEs in parallel 

processor, and connect them. Then we read a 32-bit data as a 

virtual packet from the main memory, and transmit this virtual 

packet in the processor. The virtual packets are broadcasted 

from the source node. Finally, we collect virtual packet at 

destination node and write it into the memory. When we want to 

use this VPSP, we can read it from the memory.  
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Fig. 11 Construct an On-chip network based on a real network. 

 

VI. CONCLUSION 

Network power consumption is becoming a serious issue in 

future network technologies because it is expected that network 

power consumption will skyrocket in the next decade. 

Therefore, the new network architecture suitable for improving 

power efficiency is required. The SDN architecture is currently 

most popular network architecture. However, they do not 

discuss SDN architecture about power efficiency issues yet. In 

this paper, we proposed the new network architecture, Cloud 

C-plane, to aggressively optimize the power efficiency of the 

network. In our proposed network architecture, the forwarding 

plane and control plane is divided, and the controllers are placed 

in the cloud. Network equipment such as routers or switches are 

controlled and managed by the Cloud C-plane. Furthermore, the 

physical network topology is controlled to maintain power 

optimal topology corresponding to traffic patterns by power 

on/off control of links or switches fabrics in network equipment 

or network equipment. We also proposed a traffic engineering 

method, which dynamically changes link cost to aggregate 

traffic load in active links and power-off the vacant links or 

network equipment. This method is implemented on a DRP and 

network simulations result shows that the method can reduce the 

network power consumption by 20%~50%. 
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