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Abstract—In this article, we introduce a neural pattern 

recognition model for breast cancer diagnosis. This proposed 

model uses a two-stage back-propagation approach including 

both linear and nonlinear components of calculations along with 

iterative training processes and a learning shift controller. The 

iterative training processes allow the model to gradually increase 

the number of hidden neurons and input data size, reusing each 

of the iteratively final weights as new initial weights for the next 

iterative training stage. A learning rate is accordingly adjusted 

by the learning shift controller. This training approach ensures 

that even the local minima of the model have low enough sum-

squared errors. The average testing diagnosis accuracy of our 

model is 98% for benign and malignant breast cancer. Therefore, 

our research results indicate that the proposed model can 

provide consistently high accuracy in the diagnosis and 

classification of benign and malignant breast cancer. 

 
Index Terms—breast cancer, diagnosis, classification, iterative 

training, neural network, pattern recognition 

 

I. INTRODUCTION 

CCORDING to the United States Cancer Statistics in the 

Department of Health and Human Services Centers for 

Disease Control and Prevention, one out of four deaths is due 

to cancer diseases. Cancer is now the second-leading cause of 

death in the United States [1]. A total of 1,638,910 new cancer 

cases is projected to occur in 2012 [2-3]. American Cancer 

Society estimates that 39,920 breast cancer deaths (including 

39,510 woman and 410 men) are expected to occur and 

229,060 new cases of invasive breast cancer (including 

226,870 woman and 2,190 men) will be diagnosed in the 

United States in 2012 [2-3]. Presently, breast cancer ranks as 

the second leading cause of cancer death in women after lung 

cancer and ranks as the first leading cause of new cancer cases 

in women based on 2012 estimates [3]. 

Female breast cancer mortality rate (number of deaths per 

100,000 persons per year) slowly increased from 1975 to 

1989, peaking at its maximum mortality rate in 1989, and then 

has steadily decreased annually up to the year 2012 [4]. The 

decrease in the female breast cancer mortality rate is generally 

attributed to a greater awareness of the disease and represents 
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progress in earlier detections, enhanced diagnosis methods, 

and improved medical treatments. 

When the breast cancer tumor is relatively small and most 

treatable, it typically does not show symptoms [2-3]. Changes 

to the breast, such as swelling, thickening, or skin irritation, 

are less common symptoms. Breast pain usually appears at the 

benign stage and may be a later symptom of cancer at the 

malignant stage. Thus, before symptoms develop, it is 

important for women to be able to diagnose breast cancer at an 

early stage.  

A breast cancer victim’s chances for long-term survival are 

improved by early detection of the disease, and early detection 

is in turn enhanced by an accurate diagnosis. Recently, various 

mathematics models have been developed to represent and 

simulate cancer tumor cell growth and invasion as well as 

quantify evaluation of treatments in the field of modeling 

cancer biology [5]. Chances of lengthened survival are also 

enhanced by correct prognosis, that is, the expected long-term 

behavior of the disease, which largely influences the choices 

of appropriate treatments immediately following surgery. 

In order to diagnose breast cancer, there are currently four 

main methods used to distinguish benign lumps from 

malignant ones: surgical biopsy, mammography, magnetic 

resonance imaging (MRI), and fine needle aspiration (FNA) 

with visual interpretation. The reported accuracy of the cancer 

diagnosis for surgical biopsy is close to 100%, mammography 

ranges from 68% to 79% [6], MRI is 70% for benign 

diagnoses and 92% for malignant diagnoses [7], and FNA 

with visual interpretation varies from 65% to 98% [8-9]. 

Surgical biopsy is the most accurate of the four methods, but it 

is invasive, expensive, and time consuming. In comparison, 

mammography lacks accuracy. When a tumor is detected 

through mammography or MRI, surgical biopsy is necessary 

for determining the state of its malignancy [10]. Compared to 

surgical biopsy, MRI, and mammography, FNA is the least 

invasive and expensive, but the accuracy of FNA varies 

widely. Therefore, a relatively objective system that diagnoses 

FNAs with a consistently high accuracy is greatly desired. 

This allows FNA with an accurate diagnosis without the need 

for a surgical biopsy. 

Utilizing characteristics of individual cells obtained from a 

minimally invasive FNA, several systems have been proposed 

and developed to distinguish between benign and malignant 

breast cancer lumps. An interactive computer system with 

machine learning techniques to diagnose breast cancer using 

FNA was first developed by Wolberg and Mangasarian, et al. 
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at the University of Wisconsin [11-14]. It is a computerized 

image analysis system, which enables a set of nuclear features 

obtained from FNA, along with a linear programming based 

on a classification scheme using multistage piecewise linear 

parallel hyperplanes [15-16]. Other research papers used an 

instance-based learning algorithm [17], a data-dependent 

upper bound estimation algorithm [18], and a hybrid fuzzy-

genetic programming system [19] to classify breast cancer.  

In this article, we consider an alternative approach using a 

neural pattern recognition model for breast cancer diagnosis 

and classification. This model that we propose herein is based 

on a two-stage back-propagation neural network approach 

with a training method that gradually increases the number of 

hidden neurons and input data size. After each of the iterative 

processes, the model reuses the final weights of the previous 

iteration as new initial weights for the next iterative training 

stage. Accordingly, the learning rate at each of the iterations is 

adjusted during the training process. The two-stage back-

propagation neural network approach is a parallel process, 

including both linear and nonlinear components of 

calculations. The model is able to detect and classify benign 

and malignant breast cancer without the restrictions of 

statistical assumptions. Our research results indicate that the 

neural pattern recognition model for breast cancer diagnosis 

provides the possibility of obtaining a consistently high 

accuracy for the diagnosis and classification in distinguishing 

between benign and malignant breast cancer. 

II. BREAST CANCER DATASET 

The breast cancer dataset that we used in this research is 

obtained from the Breast Cancer Wisconsin (Original) 

Database available in the UCI Machine Learning Repository 

[20]. This dataset contains information of breast cancer 

clinical cases, created by Dr. William H. Wolberg from 

University of Wisconsin Hospitals. New samples arrived 

periodically as Dr. Wolberg reported his clinical cases. The 

database therefore reflects this chronological grouping of the 

data and was constantly increasing in size, thereby resulting in 

8 groups with different numbers of clinical instances at 

different reported dates as shown in Table 1. 

This dataset contains a total of 699 clinical instances, with 

458 benign and 241 malignant cases. Each clinical instance 

has 9 attributes with assigned integer values ranging from 1 to 

10 and one class output with a binary value of either 2 or 4, 

indicating benign and malignant breast cancer diagnoses, 

respectively. The physical meaning of the 9 attributes are as 

follows: clump thickness, uniformity of cell size, uniformity 

of cell shape, marginal adhesion, single epithelial cell size, 

bare nuclei, bland chromatin, normal nucleoli, and mitoses. 

Among the 699 clinical instances, 16 instances are each 

missing one of the nine attributes. Common practice is to 

eliminate all individuals from analysis for whom information 

on a variable is missing [21]. For a consistently high accuracy, 

the 16 instances each missing one attribute are removed from 

this dataset. The resulting dataset has 683 clinical instances, 

with 444 (65.01%) benign and 239 (34.99%) malignant 

diagnoses. During this research, each of the 9 attributes with 

original integer value in the range of 1 to 10 is normalized by 

the value of 10, thereby having the normalized attribute value 

in the range of 0.1 to 1. The class output with an original 

binary value 2 or 4 is changed to a binary value 0 or 1, 

representing benign and malignant diagnoses, respectively. 

III. DIAGNOSIS MODEL AND METHOD 

This section focuses on the study of breast cancer diagnosis 

model and method to distinguish between benign and 

malignant diagnoses by utilizing 9 attributes of individual 

cells of each clinical instance obtained from a minimally 

invasive FNA. The available breast cancer dataset used in this 

research has 683 clinical instances from a total of 8 groups, 

reported on different dates. Classes for benign and malignant 

diagnoses are overlapping clusters, indicating that clusters are 

not linearly separate. 

In this study, we propose an alternative method of the 

neural pattern recognition model for benign and malignant 

breast cancer diagnosis and classification. This model is based 

on a two-stage back-propagation approach, including both 

linear and nonlinear components of calculations, with an 

iterative training process and a learning shift controller. 

A. Neural Pattern Recognition System 

A neural pattern recognition system can be considered a 

massively parallel distributed processor that has a natural 

propensity for storing experiential knowledge.  Knowledge is 

acquired by the system through a learning process. Interneuron 

connection strengths known as synaptic weights are used to 

store the knowledge. The training procedure of a learning 

algorithm is to modify the synaptic weights of the system to 

achieve a desired design objective.  

The neural pattern recognition system for diagnosing breast 

cancer, to distinguish benign from malignant breast lumps 

during the training process, is shown in Fig. 1. This system 

contains a key computational block of a two-stage black-

propagation neural pattern recognition, along with an input 

size controller, an iterative training control center, a target 

output class, a learning shift controller, a weighting update 

calculator, an addition operation, and a scaling parameter ε. 

An input vector of (R×N) matrix, which includes N clinical 

instances and R attributes of breast cancer (where R = 9), was 

simultaneously fed into the two-stage back-propagation neural 

pattern recognition, which propagated all of the input patterns 

to determine all unit outputs.  Comparing all  unit outputs with 

TABLE 1 

GROUPING OF BREAST CANCER CLINICAL INSTANCES 

Name of Group Clinical Instances 

Group 1 367 

Group 2 70 

Group 3 31 

Group 4 17 

Group 5 48 
Group 6 49 

Group 7 31 

Group 8 86 

 
 



 

 

 
Fig. 1.  A neural pattern recognition training system. 

 

the desired pattern response from the target output class, we 

obtained an error that was further multiplied by the scaling 

parameter ε. The scaling parameter ε  was adjusted by

learning shift controller. Then, weights were updated after the 

minimization of error at each stage through the unit weight 

adjustment. This process was repeated until the sum of 

squared errors was as small as possible and wa

prior defined error value, or the number of set 

was used up. 

The iterative training control center was used to control and 

communicate with the input size controller, the two

back-propagation neural pattern recognition, the target output 

class, and the learning shift controller. For each of the iterative

training processes, this allowed the determination

vector size N, number of hidden neurons, initial weights, 

adjustment learning rates, and corresponding number of the 

desired pattern response. The input vector size 

number of hidden neurons were gradually increased as the 

number of iterative training processes 

Accordingly, the final weights of each of the

training processes were reused as initial weig

training process. At the same time, the learning rate wa

decreased, according to an instruction from the learning shift 

controller. The iterative training processes were 

the sum of squared error was obtained, which wa

prior defined error. 

The iterative training processes that we propose herein are 

especially useful when input vector sizes and neuron sizes are 

relatively larger. When a network model is trained with 

different initial weights, the network model sol

different. Thus, by reusing a relatively good set of final 

weights obtained from the previous training as initial weights 

for the next training during the iterative training processes, our 

iterative training method enables the neural pattern 

system to reach an approximately optimal solution while 

keeping the system stable during training. Fig.

detailed iterative training process flowchart for

approximately    optimal    weights    for    the 
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Fig. 2. An iterative training process flowchart for the neural pattern

recognition system. 

 

recognition system to diagnose benign and malignant lumps

B. Back-propagation Neural Pattern Recognition

A back-propagation approach, which is a common method

for training multiple-layer neural networks, wa

minimize the objective function for the neural pattern 

recognition system. The back-propagation approach was 

established by using the Widrow

multiple-layer networks and nonline

functions [22-23]. Input sequence and the

output sequence were used to train a back

pattern recognition model until the model could

approximate a function within a prior defined erro

back-propagation learning rule was used to adjust weights and 

biases by the error derivative (delta) vectors back

through the neural pattern recognition system. Since the 

desired pattern classes are known, such processing is referred 

to as supervised learning for pattern r

classification [24]. Thus, in this research, classifying the breast 

cancer diagnosis as benign or malignant is a supervised 

learning of pattern recognition. 

Fig. 3 shows a two-stage back-propagation neur

recognition model with S1 tan-sigmoid transfer functions 

the first neuron layer and one linear transfer function

 

An iterative training process flowchart for the neural pattern 

recognition system to diagnose benign and malignant lumps. 

propagation Neural Pattern Recognition Model 

propagation approach, which is a common method 

layer neural networks, was used to 

minimize the objective function for the neural pattern 

propagation approach was 

established by using the Widrow-Hoff learning rule in 

layer networks and nonlinear differentiable transfer 
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Fig. 3.  A two-stage back-propagation neural pattern recognition model

 

second neuron layer, where R and S1 denote the number of 

input attributes and hidden neurons in the first neuron layer, 

respectively, and W1, B1 and W2, B2 indicate hidden neurons of 

the weights and biases in the first and second neuron layer, 

respectively. The tan-sigmoid transfer function

transfer function. It generates output values placed between 

to 1 as the neuron’s net input goes from negative to positive 

infinity. The second neuron layer has only one linear transfer 

function that can take on any value for brea

recognition. Both the linear and nonlinear transfer functions 

are differentiable and monotonic increasing functions. 

output of each transfer function increases as its input 

increases. Thus, the linear and nonlinear transfer functions 

have no minima that would not tend to cause error minima, 

thereby trapping the neural pattern recognition model as it has 

learned. 

The back-propagation learning algorithm that we used for 

training the neural pattern recognition model is 

generalized delta rule [25] as described in the following steps:

1.  The output error based on the pth training sample is 

denoted by Ep and defined as 
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��	��                            

where j is neuron j (j = 1, 2, …, N), Tj is desired pattern output 

(or target output class), and Oj is corresponding output 

response of the neural pattern recognition model.

 2. To move in a direction opposite the gradient, the 

iterative weight correction procedure using the 

sample is denoted by ∆
�	� and given by 
 

∆
�	� � ��	
���
                                     

where i is ith input (i = 1, 2, …, R), and ε is a positive constant 

that is referred to as the learning rate. ���
is �
the output of a neuron in the second neuron layer and 

the input is a direct input to the first neuron layer. 

sensitivity of the pattern error on the net activation of the 

unit. 
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The %&'(	  term in Equation (5) is added to 
and �	 in Equation (4) is a non-decreasing and differentiable 
transfer function for the jth neuron. In our study, the output 

function in the output layer is a linear transfer function, that is,
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The back-propagation learning algorithm involves two 

phases including propagation and weight update.  During the 

propagation, the forward propagation of a training input passes 

through the neural pattern recognition model to generate the 

propagation's output activations. Through the neural pattern 

recognition model, the backward propagation of the output 

activations uses the training target classes to produce the 

deltas of all output and hidden neurons. During t

update, the neural pattern recognition model performs by 

multiplying its output delta and input activation to get the 

gradient of the weights. Then, the neural pattern recognition 

model brings the weights in the opposite direction of the 

gradient by subtracting a ratio of it from the weights. The 

neural pattern recognition model repeats the two phases until 

the performance of the neural pattern recognition model is 

satisfactory. 

In the case of output units, the sensitivity of the pattern 

th unit is given by 
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C. Implementation of Neural Diagnosis Model

An implementation of neural diagnosis model 

Fig. 4. This model contains a normalized input value, a two

stage neural pattern recognition model, a two

classifier, and final trained weights. The nor

value was used to normalize each input of attribute

input value ranged from 0.1 to 1. The two-stage neural pattern 

recognition model has the same structure as shown in Fig

with the weights loaded from the final trained weights, where 

R = 9 attributes, S1 = 50 hidden neurons in the

layer and one neuron of the linear transfer function in the 

second layer. The two-lever hard-limit classifier 

one of the binary decision values 0 or 1, where the “0” 

represents benign and the “1” represents malignant.

The relationship between the input vector 

decision output D, as shown in Figure 4, has the following 

mathematical representation: 

 

2 � �34��56� 7 ��.6� 7 8 $ 9�0 $
where D is a binary decision output value, which indicates 

either a benign or malignant diagnosis; P is the input vector of 

(9×1) matrix that represents one clinical instance; 

are the model weights of (50×9) matrix and (1×50) matrix, 

respectively, which are referred to as connection weights in 

the first and second neuron layer; B1 and B

biases of (50×1) matrix and (50×1) matrix in the first and 

second neuron layer, respectively; F1 and F2 represent the tan

sigmoid nonlinear transfer functions and the linear transfer 

function in the first neuron layer and in the second neuron 

layer, respectively; F3 is the two-lever hard-limit classifier. It 

has the mathematic expression as follows: 

 

2.:0 � ;0, : > 0.5
1, : B 0.5C                     

Thus, given a new clinical instance, this implementation of 

neural diagnosis model can diagnose and distinguish between 

benign and malignant breast cancer. 

IV. RESULTS 

In this study, 683 clinical instances in the Breast Cancer 

Wisconsin (Original) Database were used 

testing the neural pattern recognition model after removing 16 

clinical instances that were each missing one attribute. Among 

683 clinical instances, there are 444 benign and 239 malignant 

breast cancer cases. Each of the 9 attributes with original 

integer value in the range of 1 to 10 was normalized by 10, 

thereby resulting in the data range from 0.1 to 1. The class 

output of an original binary value 2 or 4 was

corresponding binary value 0 or 1, which indicates benign and 

malignant breast cancer, respectively. 

Estimating a probability error on the neural pattern 

recognition model is to use two nonparametric approaches, 

including a resubstitution method and a holdout

Based on the resubstitution method, the ne

recognition model was trained on a pattern data and wa
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Fig. 4.  An implementation of neural diagnosis model for distinguishing 

benign and malignant breast cancer. 

 

on the same pattern date. Using the ho

pattern data were first partitioned into two mutually exclusive 

datasets. We then trained the neural pattern reco

on the first dataset (training dataset) and 

second dataset (testing dataset). The holdout method results

an unbiased estimate of the expected probability of error when 

the data set size is large.  

A. Model Training 

Note that 683 clinical instances in the data

in 8 groups, which were reported with different dates, as 

shown in Table 1. We then separate

mutually exclusive datasets from the odd and even indices

referred to as the first dataset (training dataset) and second 

dataset (testing dataset), respectivel

resulted in two mutually exclusive data

even distributions of benign and malignant breast cancer cases 

crossing over the 8 groups. The first data

training the model has 342 clinical instance

benign and 121 malignant breast cancer cases.

dataset that was used for testing the model has 341 clinical 

instances, which contains 223 benign and 118 malignant 

breast cancer cases. 

Fig. 5 shows a graph plot result of the neura

recognition model error throughout the last iterative training 

process using the training dataset of 342 clinical instances, 

including 221 benign and 121 malignant breast cancer cases. 

The graph plot of the model error stop

when the final sum of square error dropped to 0.0035

the minimum mean square error (MMSE) 

Thus, it does not matter whether the neural pattern recognition 

model falls into a global or local minimum. We should know

that this model would have a realistically accurate 

diagnosing benign and malignant breast cancer. In addition, 

this graph plot can also help show

pattern recognition model learned

training process. 

 Fig. 6 shows a corresponding graph plot of each pair of 
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Fig. 5.  A graph plot result of the neural pattern recognition model error at 

each of the epochs during the last iterative training process. 

 

can be seen, the sum-squared error of each pair of input and 

target training vectors is also close to zero. This indicates that 

the neural pattern recognition model trained well. 

B. Model Testing 

In this section, we present the model testing results based on 

the nonparametric approaches. Once training was completed, 

the implementation of neural diagnosis model of loading the 

final weights, as shown in Figure 4, was used for the model 

testing and diagnosis of benign and malignant breast cancer. 

In order to estimate the probability of misclassification error 

of the model on how accurately it classified benign and 

malignant breast cancer, we tested the model by using the 

training dataset based on the resubstitution method and by 

using the testing dataset based on the holdout method. 

First, the resubstitution method for estimating the 

probability of misclassification error on benign and malignant 

breast cancer was applied for testing the model. The training 

dataset, which contains 342 clinical instances, including 221 

benign breast cancer and 121 malignant, was used to train the 

neural pattern recognition model. Also, the same training 

dataset was used to test the model. The test result of the 

probability of misclassification error on the model is shown in 

Table 2. The test accuracy of the model to diagnose and 

classify benign and malignant breast cancer is 100% by using 

the training dataset. 

Second, the holdout method for estimating the probability 

of misclassification error on breast cancer benign and 

malignant was used for testing the model. We used two 

mutually exclusive datasets, the training dataset and the testing 

dataset. The training dataset has 342 clinical instances, 

including 221 benign and 121 malignant breast cancer cases, 

and was first used to train the neural pattern recognition 

model. The testing dataset, which contains 341 clinical 

instances, including 223 benign and 118 malignant breast 

cancer cases,  was  then  used  to  estimate  the  probability  of 

misclassification error for benign and malignant breast cancer. 

 
Fig. 6.  A graph plot result of the final sum-squared error associated with each 

pair of input and target training vectors at the 16 7 10G epochs during the last 
iterative training process.  

 

The test result of  the probability of  misclassification  error on 

the model is shown in Table 3. The test accuracy of the model 

to diagnose and classify benign and malignant breast cancer is 

about 96% by using the testing dataset. 

Third, in estimating the average diagnosis accuracy, we 

tested the model using combined training and test datasets 

together. As a test result, out of the 444 benign cases, there 

was a total of 8 misclassifications, in which the average 

accuracy of benign diagnoses is 98.20%. Out of the 239 

malignant cases, there was a total of 6 misclassifications. 

Thus, the average accuracy of malignant diagnoses is 97.49%. 

In conclusion, the total test average accuracy of our model is 

97.95% using all 683 clinical instances. 

TABLE 3 

ESTIMATION OF PROBABILITY OF MISCLASSIFICATION ERROR FOR BENIGN AND 

MALIGNANT BREAST CANCER USING THE TESTING DATASET 

 
Benign Malignant Total Instances 

Number of Clinical 

Instances 

223 118 341 

Misclassification of 

Clinical Instances 

8 6 14 

Probability of 

Misclassification 
Error 

3.58% 5.08% 4.10% 

 

TABLE 2 
ESTIMATION OF PROBABILITY OF MISCLASSIFICATION ERROR FOR BENIGN AND 

MALIGNANT BREAST CANCER USING THE TRAINING DATASET 

 
Benign Malignant Total Instances 

Number of Clinical 

Instances 

221 121 342 

Misclassification of 

Clinical Instances 

0 0 0 

Probability of 
Misclassification 

Error 

0% 0% 0% 
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V. DISCUSSION 

In general, training a neural network obtains different 

network resolutions when different initial weights are used. 

The neural network may fall into a local minimum so that a 

good solution cannot be found when applying a poor set of 

initial weights. Adding more hidden neurons provides the 

neural network a better chance to solve the problem of local 

minimum because it gives the neural network more degrees of 

freedom. However, creating a good set of initial weights for 

training the neural network is a relatively difficult problem. It 

is especially difficult to train the neural network associated 

with large hidden neurons when a large amount of input data 

is present. In addition, selecting a learning rate for the neural 

network, especially in a nonlinear case, is a challenge. The 

training of the neural network becomes unstable when a 

learning rate is too large. This often results in extremely large 

weights. 

In this article, our neural pattern recognition model used the 

two-stage back-propagation approach for diagnosing and 

classifying benign and malignant breast cancer. To train the 

model, we proposed using the iterative training processes 

along with the learning shift controller. During the training 

processes, the input vector size and the number of hidden 

neurons were gradually increased step-by-step as the number 

of iterative training processes was increased. Accordingly, at 

the completion of each of the iterative training processes, the 

final weights were reused as initial weights for the next 

iterative training process. At the same time, the learning rate 

was decreased according to a schedule instruction from the 

learning shift controller. The iterative training processes were 

repeated until we obtained a desired sum-squared of error. Our 

training results, as shown in Fig. 5 and 6, indicate that the 

iterative training processes seem to ensure that even the local 

minima of the neural pattern recognition model had low 

enough sum-squared errors. Thus, whether or not the model 

fell into a global or local minimum, the problem of local 

minimum was solved. The low-enough sum-squared errors 

made it more likely that our neural model found a highly 

accurate solution. 

Our test results for estimating the accuracy in the 

probability to diagnose and classify benign and malignant 

breast cancer, using the training dataset and the test dataset 

based on the resubstitution method and the holdout method, 

are 100% and 96%, respectively. The average total test 

accuracy of our model for diagnosis is 98% using the 

combined training and test datasets together. It seems that the 

estimating accuracy (100%) of the resubstitution method is 

better than the estimating accuracy (96%) using the holdout 

method. However, since the testing dataset size is relatively 

large, the holdout method results in an unbiased estimate of 

expected probability of misclassification error [24]. That is, 

the estimating accuracy (96%) using the holdout method is 

more reliable for the neural pattern recognition model in 

diagnosing and classifying benign and malignant breast 

cancer. However, the average test accuracy (98%), using the 

combined training and test datasets together, reflects the 

model’s actual performance. 

Compared with previous papers [12, 17, 19], our test results 

for the probability of diagnosis accuracy are comparatively 

better than those of previously published test results. 

Furthermore, the test results of our model can be considered 

more reliable since we used all available clinical instances of 

the dataset over 8 groups in the different reported dates while 

most of the previous papers used only the clinical instances of 

the dataset from the first group. 

VI. CONCLUSION 

In this article, we introduced an alternative approach using 

the neural pattern recognition model for diagnosing and 

classifying benign and malignant breast cancer. This model 

was based on the two-stage back-propagation approach 

including both linear and nonlinear components of 

calculations along with the iterative training processes and the 

learning shift controller. The iterative training processes that 

we proposed in this article allowed the model to gradually 

increase the number of hidden neurons and the input data size, 

reusing each of the iteratively final weights, obtained from the 

previous iterative training stage as new initial weights, for the 

next iterative training stage during each of the training 

processes. In addition, a learning rate was adjusted according 

to an instruction from the learning shift controller. The 

proposed iterative training processes ensured that even the 

local minima of the neural pattern recognition model had low 

enough sum-squared errors. This method is especially useful 

for obtaining a highly accurate diagnosis model to train a 

neural network associated with large hidden neurons when a 

large amount of input data is present. Our research results also 

indicate that the neural pattern recognition model can provide 

a consistently high accuracy in the diagnosis and classification 

of benign and malignant breast cancer. Therefore, this allows 

FNA with a highly accurate diagnosis percentage rate without 

the need for a surgical biopsy.  

Although a surgical biopsy results in almost 100% accuracy 

in diagnosing benign and malignant breast cancer, it is 

invasive, expensive, and inconvenient for the breast cancer 

patient. FNA with visual interpretation varies from 65% to 

98% in accuracy [7-9]. However, utilizing FNA with the 

neural pattern recognition model described in this paper 

ensures a consistently high accuracy of 98% in diagnosing 

benign and malignant breast cancer while eliminating the need 

for an invasive and expensive surgical biopsy. 

For future research, it is possible to further enhance the 

model accuracy of benign and malignant breast cancer 

diagnosis by increasing the number of neuron layers or 

neurons in the model. This provides the model with more 

degrees of freedom, thereby leading to an approximately 

optimal solution. On the other hand, in dealing with 

multidimensional attribute observations, visualization and 

understanding can be aided by representing the observations in 

a two-dimensional space via a linear transformation such as a 

principal components transform, canonical discriminant 

transform, and optimal declustering transform [24]. A 

transform-based plot is helpful in exploring relationships 

between the cluster groups of benign and malignant breast 



 

8 

 

cancer, and in identifying a typical attribute observation. 

Moreover, an optimal declustering transform-based neural 

pattern recognition model may be capable of further 

improving the diagnosis accuracy of benign and malignant 

breast cancer. 
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