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 

Abstract—Broadcast of a message to nodes in a network is one 

of elementary but inevitable techniques in wireless ad-hoc and 

sensor networks. In this paper, we apply the protocol, which the 

authors proposed for cooperative multi-hop relay networks, to 

message broadcast over random error channels. Performance is 

evaluated in terms of the delivery ratio by means of computer 

simulations. The proposed protocol utilizes an MDS code and a 

relay node randomly transfers one of partitioned codeword blocks 

rather than the original message. We suppose a network of 

square-lattice topology as a preliminary example. Numerical 

results show that the significant performance improvement can be 

achieved, in particular, if a relay node can make use of previously 

received erroneous codeword blocks in the decoding procedure of 

the MDS code. 

 
Index Terms—Broadcast, communications, Delivery ratio, 

MDS codes, Random error channels 

 

I. INTRODUCTION 

ESSAGE broadcast is a common scenario in wireless 

ad-hoc and sensor networks. For example, in the AODV 

(Ad-hoc On-demand Distance Vector) routing protocol, RREQ 

(Route-Request) messages should be properly broadcast in 

order to find a route to the destination [1]. When we deliver a 

message to all the nodes in a network, ``flooding'' is the most 

simple and basic mechanism [2]. In the flooding mechanism, 

every relay node transfers the message, upon its first reception, 

to nodes within its transmission range. Performance of the 

flooding mechanism has been investigated, for example, from 

the viewpoint of the connectivity among nodes in conjunction 

with the percolation theory [3]–[6]. In [3], the probability of 

survivability of the flooding is discussed. In [4], the forwarding 
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probability at a node in the flooding is evaluated on the 

assumption that every node knows the number of its own 

neighboring nodes. Raman and Gupta investigated performance 

tradeoffs in terms of latency and energy consumption in 

percolation-based broadcast protocols [5]. In [6], the authors 

established the conditions for full connectivity in a network 

graph, based on the results obtained from bond percolation in a 

two-dimensional lattice. 

In wireless ad-hoc networks employing the flooding, it is 

usual that a message can reach to a relay node through one or 

more routes. In such a case, multi-route diversity can favorably 

achieve performance improvement by means of cooperative 

transmission techniques [7]. The probability of successful 

broadcast  at a relay node which receives two or more copies of 

the message to be transferred can be improved, since it suffices 

for a relay node to receive at least one copy correctly. For a 

cooperative multi-hop networks over random error channels, 

the authors have proposed the use of MDS (Maximum Distance 

Separable) codes [8]. In the proposed scheme, the message to be 

forwarded is encoded at a relay node by an MDS code of coding 

rate 1/ L , where L   is a positive integer. Then, a codeword is 

partitioned into L  blocks and one of the L  blocks is forwarded 

to neighboring nodes rather than the original message. At a 

receiving node, received codeword blocks are aggregated and 

then decoded with the MDS decoder. Assuming a simple 

tandem cooperative topology, the authors theoretically analyzed 

the performance of the proposed scheme in terms of the outage 

probability by means of a non-homogeneous absorbing Markov 

chain [8]. 

In this paper, we apply the protocol proposed in [8] to the 

flooding mechanism over a network with square-lattice 

topology and evaluate the delivery ratio by exhaustive computer 

simulations. It can happen that a relay node which failed in 

retrieving the message can receive other codeword blocks some 

other time. Therefore, in applying the protocol, we can suppose 

two decoding procedures of the MDS code employed at a relay 

node. One procedure is that a relay node discards received 

blocks if it fails to retrieve the message, whereas the other 

procedure is that a relay node stores the erroneous blocks in its 

memory for the sake of decoding invoked afterward. 

The rest of the present paper is organized as follows: Section 
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II briefly reviews useful properties of MDS codes and describes 

the outline of the protocol. Numerical results are presented in 

Section IV. Finally, Section V concludes the present paper. 

 

II. SYSTEM MODEL 

A. MDS Codes 

Denote a linear block code of length n  and dimension k  

over a certain finite field by an [ , ]n k  code. An [ , ]n k  code is 

MDS if its minimum distance is 1n k  . A class of MDS 

codes, including Reed-Solomon codes, is known to be fruitful in 

advantageous properties [9]. Among them, the following two 

theorems; Theorems 8-4 and 8-6 in [9], are used afterward: 

Theorem 1  For an [ , ]n k  MDS code, a receiver can recover 

the encoded message, if it receives at least k  code symbols with 

no errors.  

Theorem 2  Punctured MDS codes are also MDS, that is, the 

minimum distance of an [ , ]n p k  punctured MDS code is 

1n p k   , if n p k  .  

Suppose an [ , ]Lk k  MDS code, whose coding rate is 1/ L . 

Let G  be a generator matrix of the [ , ]Lk k  MDS code. It is 

clear that G  is a k Lk   matrix. Let 

 1 2[ | | | ]L

k k k

G G G G  (1) 

be the partition of G  into L  blocks of identical size, where G  

is a square matrix of order k  for 1,2, , L . Similarly, a 

codeword of the [ , ]Lk k  MDS code can be also partitioned into 

L  codeword blocks c  of length k ; 

 1 2[ | | | ]L

k k k

 c mG c c c  (2) 

where m  is a message block of length k  and c mG  for 

1,2, , L . Then, from Theorem 1 and Theorem 2, the 

following corollary holds when a relay node receives one or 

more codeword blocks c : 

Corollary 1   Assume that u  distinct codeword blocks, 
1

c , 

2
c , , 

u
c , are received ( )u L  and that a receiver can 

identify the received codeword block number, 1 , 2 , , u . 

Then, a k -symbol message m  can be recovered, if either of 

the following conditions is satisfied: 

1) At least one codeword block c  is error-free; 

2) The total number of errors occurred in the u  codeword 

blocks is less than or equal to 

 
( 1)

2
u

u k
t

 
  
 

, (3) 

where x    is the maximum integer not greater than x .  

Proof:   Since every codeword block c  consists of k  

symbols, it apparently follows from Theorem 1  that a receiver 

can recover the message m  from one or more error-free 

codeword blocks. This leads to the first condition. 

Aggregation of the u  distinct received codeword blocks 

results in a codeword of a [ , ]uk k  punctured MDS code. Thus, 

ut  or less errors can be corrected according to Theorem 2, 

which provides the second condition. (QED) 

 

B. Network Model 

We consider message broadcast in a network consisting of 

one source node and a number of relay nodes geographically 

dispersed on a two-dimensional plane. Here, a message to be 

broadcast consists of k  symbols. We assume that no 

background traffic exists and that a channel between 

neighboring nodes occasionally adds symbol errors according 

to the independent and identically distributed random process 

with symbol error rate  . It should be noticed here that, in order 

for a relay node to detect an error-free reception of a transmitted 

block, FCS (Frame Check Sequence) should be appended to 

every block. 

The source node first broadcasts a message block m  of 

k -symbol length to relay nodes within its transmission range. In 

conventional flooding without MDS codes [2][4], a relay node 

which can successfully obtain the message block m  then 

forwards it to its neighboring relay nodes. This forwarding 

procedure continues. However, once a relay node has forwarded 

the message, it never re-broadcasts the same block even it 

receives the message again. 

In contrast, in our protocol [8], a successful relay node 

encodes the message block m  with an [ , ]Lk k  MDS code. One 

codeword block randomly selected among L  blocks; 1c , 

2 , ,c  Lc , is then transferred to its next relay nodes. At a next 

relay node, an error-correcting procedure is invoked upon a 

reception of one or more blocks. Suppose that a relay node 

receives j  blocks, where u  distinct codeword blocks are 

included ( 1, 2, ,u j ). According to Corollary 1, the relay 

node attempts to retrieve the message block m  among the j  

received codeword blocks. If the message block is successfully 

retrieved, then the relay node re-encodes the message block by 

the [ , ]Lk k  MDS code and broadcasts one randomly selected 

codeword block of length k  among L  codeword blocks. 

Notice here that if a relay node receives a block broadcast by the 

source node, then the message block can be recovered only 

when no symbol errors are included similarly to the 

conventional flooding. Also, for simplicity, we assume that a 

relay node can receive two or more blocks simultaneously.  

Example 1  Let us suppose that a relay node receives 5 

codeword blocks, more precisely, 4 1 'sc  and 1 2c , as shown in 

Fig. 1. In this case, we have 5j   and 2u  . To this end, 

Corollary 1 guarantees that the relay node can recover the 

message block m , if at least one error-free codeword block 

exists among the 5j   received ones or if the number of 

symbol errors in the aggregated block of 1c  and 2c ; 

1 2[ | ]c c , is at most 2 / 2t k    , even when all the 5 
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Fig. 1.  A relay node receives 5j   codeword blocks, but 2u   distinct ones, 

1c  and 2c , are included. 

 

 

 

 
 

(a) 1st and 2nd hops 

 

 

 
 

(b) 3rd and 4th hops 

 

Fig. 2.  Illustrative example of codeword block relaying in a lattice-pattern 

network of nine nodes for 4L  . A dashed line connects nodes within 

transmission range and a solid line is block transmission, where a numeral on 

solid line represents the hop number. 

 

received codeword blocks include one or more symbol errors. 

  

 

III. TWO DECODING PROCEDURES AT RELAY NODE 

Since it is assumed that a relay node is able to simultaneously 

receive two or more blocks, we can suppose two type of 

decoding procedures at a relay node according to the 

availability of memory for received blocks. If no memory is 

equipped at a relay node, received blocks are discarded when 

the node failed in retrieving the message block. On the contrary, 

if a relay node can store the received blocks, the decoding 

procedure can be carried out by aggregating currently received 

blocks with stored blocks. The latter might enhance the 

error-correcting capability of the MDS codes, compared to the 

former. The following example illustrates the procedures. 

Example 2  Let us consider a broadcast network of nine nodes, 

where nodes are located in a square-lattice pattern, as shown in 

Fig. 2. Neighboring nodes, that is, nodes within the transmission 

range of each other are connected by dashed lines, and block 

transmissions are drawn by solid lines with the hop number. 

Here, it is assumed that 4L  . 

Node A is the source node. At the first hop, Node A 

broadcasts the message block m  to Nodes B and D and both 

nodes receive m  with no errors. Each of Nodes B and D 

encodes the message block m  by a [4 , ]k k  MDS code. At the 

second hop, codeword block 1c  is randomly selected by Node 

B and so is occasionally by Node D. Node E receives two 

identical codeword blocks; 1c , and both are received with 

errors. Hence, Node E failed in recovering the message block 

m , as indicated in Fig. 2(a), since no error correction ban be 

available. Here, if a relay node possesses memory devices, 

Node E stores the two erroneously received codeword blocks 

1c . Then, codeword block transmissions continue, as shown in 

Fig. 2(b). At the fourth hop, Node E receives two codeword 

blocks; 3c  from Node F and 4c  from Node H. If both 3c  and 

4c  are impaired by symbol errors and if the two previously 

received 1c  are stored at Node E, then three received codeword 

blocks, 1c , 3c  and 4c , can be aggregated, so that the decoding 

procedure of a [3 , ]k k  MDS code is invoked. On the other hand, 

if no memory is equipped at a relay node, the decoding 

procedure of a [2 , ]k k  MDS code is carried out for 3 4[ | ]c c . 

In the latter case without memory, the probability of successful 

recovery of m  is clearly less than that in the former case, since 

the error correcting capability is 3t k  and 2 / 2t k     for the 

case with memory and the case without memory, respectively.

  

 

IV. NUMERICAL EXAMPLE 

We examine the performance of the proposed procedure by 

means of exhaustive computer simulations. Three cases for the 

use of MDS codes are supposed; 2,3,4L  , for the message 

length 64k  , so that a [128, 64]  MDS code, a [192, 64]  MDS 

code, and a [256, 64]  MDS code are employed for 2,3,4L  , 

respectively. The symbol error rate is set to 
210  . 

As a simple example, we consider a network consisting of 

121 nodes, which are located in a square-lattice pattern 

[5][10]–[12], as shown in Fig. 3. In Fig. 3, the source node, 

which is placed at the center, is denoted by the black circle and 

relay nodes are denoted by a circle. Solid lines represent random 
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Fig. 3.  Network consisting of 121 nodes in square-lattice topology. 

 

error channels between neighboring nodes. The ratio of nodes 

which successfully recover the message block m  is given in Fig. 

4 as a function of the hop number. In Fig. 4(a), the results for the 

case where no memory can be available at a relay node are 

provided and Fig. 4(b) shows the results for the case of relay 

nodes with memory. The results are obtained by averaging 

1,000 trials. It is apparent that the initial delivery ratio is 1/121, 

since the source node is the only one which has the message and 

no other nodes possess it. 

In Fig. 4, every curve is saturated after approximately 20 

hops. It implies that no more relay nodes can retrieve the 

message block and no further broadcast can be expected in this 

case. From Fig. 4 it can be observed that only 50% of nodes can 

obtain the message block m , if no MDS codes are employed in 

spite of the availability of memory at a relay node. It is no use to 

store erroneously received blocks at a relay node if no MDS 

codes are employed, since no error correcting capability is 

available. The use of a MDS code can improve the delivery ratio. 

Particularly, the delivery ratio can be increased more when a 

longer MDS code is employed in conjunction with memory at a 

relay node. For example, more than 60% improvement can be 

achieved for 4L  , as shown in Fig. 4(b). This improvement 

can be obtained even for small L  if a relay node can store the 

previously received codeword blocks and can make use of them 

by aggregation in the decoding procedure, as shown in Example 

2. In square-lattice topology, a node connects to four adjacent 

nodes except for a node located at the edge of the network. 

Hence, it can be possible for a relay node to correct symbol 

errors by means of the [4 , ]k k  MDS code for 4L   when it 

occasionally happen that the four adjacent nodes select different 

codeword blocks. 

Next, Fig. 5 presents the distribution of u , the number of 

different codeword blocks which can be aggregated in the 

decoding procedure. Clearly, it holds that Pr[ 1] 1u    and 

Pr[ 1] 0u    for the case without MDS codes; 1L  . Similarly 

to Fig. 4, Fig. 5(a) provides the case where no memory can be 

available at a relay node and Fig. 5(b) is the results for the case 

of relay nodes with memory. The probability of 3u   is less 

than 1% when no memory is available at a relay node and it is 

approximately 1.5% for 3L   with memory and 2.6% for 

4L   with memory. Comparing two graphs in Fig. 5 for 

identical L , we can recognize that increment of the probability 

of 2u   improves the delivery ratio for the case of a relay node 

with memory. For 64k   and 210  , the probability of 

erroneous reception of a single block is 1 (1 ) 0.47k   . 

However, when two different codeword blocks are aggregated, 

the probability of decoding failure for a [128, 64] MDS code is  

 
 

(a) without memory at a relay node  

 

 

 
 

(b) with memory at a relay node 

 

Fig. 4.  The ratio of nodes which successfully recover the message block m  

of length 64k   for 210   and for 121 nodes located in a square-lattice 

pattern, as shown in Fig. 3. 
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 
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since 2 32t   symbol errors or less can be corrected from the 

second condition in Corollary 1. This value is negligibly small. 

Hence, in most cases, a relay node can recover the message 

block m  if it receives two different codeword blocks. 

 

V. CONCLUSION 

We have applied the random relaying of codeword blocks of 

an MDS code [8] to the flooding over random error channels. A 

message block to be broadcast is encoded by an MDS code of 

coding rate 1 / L , where L  is an integer. A relay node partitions 

a codeword of the MDS code into L  blocks and transmits one 

randomly selected codeword block. When each relay node 

receives two or more codeword blocks of the MDS code, it 

aggregates the blocks, corrects channel errors with the aid of the 

MDS code or its punctured code. The delivery ratio of the 

broadcast message in a network with square-lattice topology has 

been evaluated by means of computer simulation. In applying 

the protocol, we have supposed two decoding procedures of the 

MDS code employed at a relay node according to the 

availability of memory to store erroneously received blocks. 

One procedure is that a relay node discards received blocks if it 

fails to retrieve the message, whereas the other procedure is that 

a relay node stores the erroneous blocks in its memory for the 

sake of decoding invoked afterward. 

Numerical results for a network with 121 nodes reveal that 

significant improvement can be achieved, in particular, for a 

long MDS code and for relay nodes with memory. This 

performance improvement stems from powerful 

error-correcting capability of an MDS code. 

Further studies include, for instance, application of the 

proposed protocol to networks of other topology and 

consideration of the backoff algorithm in the MAC sub-layer. 
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(a) without memory at a relay node    (b) with memory at a relay node 

 

Fig. 5.  The distribution of the number of aggregated codeword blocks of length 

64k   when the decoding procedure is carried out for 210   and for 121 

nodes located in a square-lattice pattern, as shown in Fig. 3 

 


